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Abstract

Numerical computations on a computer are plagued by the problem of roundoff error and
its accumulation. Very often we trust results obtained using floating point computations,
whose truth we are not certain about. Verifying the correctness of such results may be a
very difficult task, to solve which various mathematical or programming tools may be used.

Multi-precision computation has a variety of application areas. Because of this, many
arbitrary precision algorithms and libraries have been developed. Bailey and Briggs have
developed algorithms and software for “doubled double” precision, twice the double preci-
sion. They used the multiple-component format, where a doubled double number is repre-
sented as an unevaluated sum of a leading double and a trailing double. The doubled double
number represents the exact sum a = a0 + a1, where a0 is the most significant component.
We have designed and implemented algorithms for basic arithmetic operations.

In this paper we will describe fast and efficient algorithms to compute the interval based
on doubled double numbers containing the true interval. The interval arithmetic is a method
of finding the possible values of a result by performing a computation on a manner which
preserves these bounds, and thus developing numerical method that yield reliable results.
Proposed algorithms are working in rounding to nearest, so that they don’t need to take
time for changing rounding mode. Instead of changing rounding modes, they evaluate the
rounding error of the approximate value in rounding to nearest mode, and find an interval
represented by doubled double numbers including the true interval. By numerical exper-
iments it is shown that the algorithms are faster compared to the computation time of the
existing algorithm.
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